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Abstract
With the ready availability of social media data, researchers are increasingly undertaking large-scale studies of online emotion. Many of these studies employ sentiment analysis—automatically inferring emotional information from text written on blogs, status updates, or tweets. We compare the momentary, daily, and day-of-week patterns of affect data extracted from Twitter to affect data generated by directly polling a demographically representative sample. We highlight striking inconsistencies, casting doubt on the direct application of sentiment analysis tools to measure population-level well-being. Whereas sentiment analysis tools appear to capture negative affect reasonably accurately, the same tools produce estimates of positive affect that are uncorrelated with direct measurement, because the frequency of positive words is not a reliable indicator of positive affect. As a proof of concept, we use a simple feature selection algorithm to propose a new lexicon of words to enable accurate inference about population-level positive emotion as well as negative emotion.

Introduction
The burgeoning field of computational social science promises new scientific insights from the combination of big data and computational data analysis. A case in point has been large-scale studies of emotion and well-being. Using sentiment analysis to automatically infer emotional information from text written on blogs, status updates, and tweets, researchers have produced maps of happiness by US state (Mitchell, Frank, and Harris 2013), proposed indices to capture well-being over time (Kramer 2010), and made novel scientific claims about the psychology of emotion (Golder and Macy 2011). This body of research is based on the premise that automated sentiment analysis can be used to reliably measure population-level emotion. This premise depends on an untested assumption that any bias inherent in automated sentiment analysis tools is random rather than systematic, and therefore not an issue when sample sizes are very large.

We explore this assumption and investigate the reliability of sentiment analysis for the large-scale study of emotion by comparing patterns of affect extracted from Twitter to patterns extracted from a separate, demographically representative sample of subjects who were directly polled about their feelings. In examining the inconsistencies between the two datasets, our contribution serves to underscore the importance of combining computational methods and social science. We treat negative and positive sentiment separately (Watson et al. 1999) and find that automated analyses are much more accurate at capturing negative than positive emotion experience. We confirm this finding through a novel application of the bootstrap in a big data natural language setting. We conclude by creating a new lexicon of words for more accurate inference about population-level positive emotion through the use of a simple feature selection algorithm.

Measuring Well-Being
Emotions are multifaceted processes involving numerous response channels (Larsen and Fredrickson 1999), but the gold standard for measuring emotional experiences is simply to ask people about them. Verbal self-reports represent the most common, and possibly the best way to measure how people feel (Barrett 1996; Robinson and Clore 2002). They are non-invasive, inexpensive and reliable (Courvoisier et al. 2010), and correlate with a variety of behaviors (Frey and Stutzer 2002). Moreover, self-report is the only “ground truth” available—it is not possible to measure emotional experience in any other way, unless that method has itself been validated against self-report (Gilbert 2006). To be sure, self-report is not perfect, and a variety of studies have demonstrated circumstances under which self-reports and other measures of emotion deviate (e.g. when participants do not want to disclose taboo attitudes as those surrounding race, Greenwald, McGhee, & Schwartz, 1998). These are exceptions, however. In general, verbal self-reports provide statistically valid data that is generalizable to larger populations (Watson, Clark, and Tellegen 1988).

The simplest measure of emotional experience one can
obtain is of valence, the net positivity or negativity experienced. Even when researchers assess emotion with other methods, factor analyses typically yield valence as the largest underlying dimension (Feldman 1995). When assessed directly, valence can be measured either with a single bipolar scale (ranging from negative to positive), or with two unipolar scales (one ranging from neutral to negative and one from neutral to positive). The latter approach allows for states in which people feel both positive and negative simultaneously (Kron et al. 2013), i.e. to differentiate between ambivalence and agnosticism.

When positive and negative states are assessed separately they tend to be negatively correlated, i.e, the more positive one feels, the less negative he/she feels (Tellegen, Watson, and Clark 1999). They are not completely symmetric, however, and a variety of effects or behaviors that correlate with one measure bear little relationship to the other. Positive and negative emotions are also unequal in their typical magnitudes – negative stimuli tend to have greater impact (Baumeister et al. 2001). Negative information is paid more attention (Eastwood, Smilek, and Merikle 2001; Olofsson et al. 2008), and is weighed more heavily in decision making (Kahneman and Tversky 1984). Negative events have a larger initial impact on moods (David et al. 1997), and that impact tends to last longer (Baumeister et al. 2001).

Bad events also wear off more slowly than good events. Whereas one bad day predicts another bad day will follow, a good day does not predict anything about the following day (Baumeister et al. 2001). In affect regulation, Baumeister et al (2001) summarize previous research that shows people try much harder to decrease negative affect than they do to increase positive affect. In the social support literature, negative aspects of social networks (conflicts, upsetting interactions) were found to be correlated with a variety of negative measures of well-being and mental health, while positive aspects and interactions were not correlated with well-being (Baumeister et al. 2001). Thus, negative emotion is more powerful by a variety of measures.

Despite the greater power of negative events to shape well-being, people are more likely to share positive content over the internet (Berger and Milkman 2012). Sharing positive messages reflects positively on the sender, and self-presentation and identity communication are important motivators (Wojnicki and Godes 2008). These presentational concerns, combined with asymmetric emotion magnitudes, may cause differences in the reliability with which positive and negative emotions can be inferred using automated methods.

**Automatic Measurement of Well-Being at Scale**

Automated measurement of well-being typically involves taking a large text corpus, with geographic or temporal variation, and applying sentiment analysis tools to code that text. Average sentiment scores can then be calculated over time or geographic area (e.g., Golder & Macy, 2011). Sentiment analysis holds the alluring possibility of scale – averaging across millions of individuals should produce reliable estimates and reveal hidden truths at the population level using freely available social media data.

The most widely used tool for automated textual analysis in psychology studies, Linguistic Inquiry and Word Count (LIWC; Pennebaker, Chung, Ireland, Gonzales, & Booth, 2007), was developed to count word frequencies in psychologically-relevant categories. LIWC is an efficient alternative to relying on human raters, who are slow and do not always achieve high inter-rater reliability. In order to create LIWC, words were first compiled by hand by consulting dictionaries and other lexicons. Then, judges rated whether the words belonged in each category (Tausczik and Pennebaker 2010). Finally, categories were refined and shown to new judges for testing. The positive emotion category, for example, contains words like love, warm, and brave. The negative emotion category contains words like neglect, sad, and weapon. LIWC has been widely used to investigate a variety of psychological phenomena. To pick just one of hundreds of examples (a compendium can be found in Tausczik and Pennebaker 2010), Heberlein et al. (2003) used LIWC’s positive and negative emotion categories to assess the effects of damage to right-hemisphere brain structures on emotional judgment. Experimental evaluations provide support for the use of LIWC as a sentiment analysis tool: Goncalves et al. (2013) compared a variety of automated sentiment analysis tools on social media messages which had been hand-coded by human raters as positive or negative. LIWC had the highest average agreement with the other automated methods. To be sure, more sophisticated methods exist, e.g. VADER (Hutto and Gilbert 2014). We focus on LIWC due to its already widespread use, especially in psychology studies, and its high agreement with other methods.

For LIWC and other automated sentiment analysis tools to be valid measures of emotional experience, however, they need to do more than correspond with hand-coded analyses of the same data – they need to correspond with actual emotional experience. At a high level, the validity of these methods rests on their ability to produce unbiased estimates—if errors are random, ample data are available with which to extract signal from noise. How reliably can we infer positive and negative emotional states from the use of positive and negative words in a tweet, status, or blog post? The challenge is to establish whether errors will be systematic or random.

**Assessing Sentiment Analysis**

One method of examining whether sentiment analysis can accurately assess emotional experience is to compare the results of sentiment analysis to population-level ground
truth based on self-report data. Temporal patterns in emotion offer relatively stable and generalizable patterns for comparison between various measures of emotion and populations (e.g. Clark, Watson, & Leeka, 1989; Stone et al., 2006). Because temporal patterns in emotion have both stable external/environmental drivers and correlates (e.g. work-week vs. weekend; Hasler, Meh, Bootzin, & Vazire, 2008) and stable internal/physiological drivers (Boivin et al. 1997; Murray, Allen, and Trinder 2002), we should expect to find these patterns with all instruments designed to assess emotion.

One pattern ubiquitous in the emotion literature is the negative correlation between positive affect and negative affect assessed simultaneously. Positive affect and negative affect are sometimes posited to be independent variables (e.g. Cacioppo & Berntson, 1994), but in practice, correlations are typically negative and significant. Russell and Carroll (1999) review 31 data sets and found correlations between positive and negative affect between -0.25 to -0.75. The more positive one feels in a given moment, the less negative he or she will feel, and vice versa. In contrast, analysis of positive affect and negative affect via text reveals almost no relationship with r = -0.10 (see results below) and r = -0.08 (Golder and Macy 2011).

A second well established pattern is the diurnal trend in positive affect¹. Typically, positive affect starts low and rises over the course of the day before falling again in the late evening (Clark, Watson, and Leeka 1989; Murray 2007; Stone et al. 2006; Watson et al. 1999; Wood and Magnello 1992). The resulting inverted “U” shape mirrors the circadian rhythm of average body temperature (Murray, Allen, and Trinder 2002; Thayer 1978; Watson et al. 1999). In contrast, textual analysis of sentiment reveals a “U”-shaped pattern of positive affect, starting high, decreasing to a long trough from noon to 5pm, then increasing until midnight (Golder & Macy, 2011, see also below).

Third, day of week effects – better moods on weekends than on weekdays, and better moods on Fridays than on other weekdays – are likewise well established (Stone, Schneider, and Harter 2012). Sentiment analysis of textual data has found day of week effects for positive emotions with Saturday the most positive day (Dodds et al. 2011). We assess the presence of these three patterns in online sentiment analyses below.

**Our Contribution**

We attempt to resolve the question of whether sentiment analysis is an effective tool for inferring population-level emotion by analyzing two datasets. One is a large, experience sampling survey in which subjects self-reported their emotions every half hour (while awake) for a period of ten days. Our dataset includes a larger sample than typical experience-sampling studies (3867 participants and 1,126,116 observations), and took place beyond the confines of a laboratory: subjects were provided with smartphones on which they made their self-reports during the course of their normal day-to-day activities. The second is a large sample of Twitter messages, which we analyze using sentiment analysis coding strategies to calculate temporal trends in emotion.

We extensively compare these two datasets to each other and to previous studies. Our results highlight striking inconsistencies, casting doubt on the direct application of sentiment analysis tools to measure population-level well-being. Whereas sentiment analysis tools appear to capture negative affect reasonably accurately, the same tools produce estimates of positive affect that are uncorrelated with direct measurement. We argue that this is due to the fact that the frequency of positive words is not a reliable indicator of underlying positive affect. As a proof of concept, we turn to the question of whether and how sentiment analysis could be improved to generate reliable population-level estimates. Inspired by the fact that LIWC’s negative affect dictionary correlates well with direct emotion measurement, we investigate whether any other dictionary-based methods for sentiment analysis yield diurnal trends in line with direct self-report. Using simple statistical techniques for high-dimensional data we derive new, more reliable dictionaries for coding both positive and negative affect.

**Methods**

**Data Collection**

We obtained experience sampling (ES) data from a demographically representative market research survey in which paid participants carried iPhones with them for 10 days. Each half-hour while awake, subjects answered a series of questions about what they were doing, who they were with, where they were, and about their emotional state. The emotion questions consisted of a series of emotion words paired with cartoon faces depicting the corresponding facial expressions, and subjects checked off as many of the pairs as they wished. The positive emotion words were: confident, excited, happy, hopeful, loving, contented, interested, and the negative emotion words were: angry, bored, frustrated, overwhelmed, sad, worried, exhausted, lonely. Subjects also rated their mood and how relaxed they were in the previous 30 minutes, each on a scale from 1 to 5. All observations are date and time-stamped. Demographic information, including zip codes, was also provided about survey respondents.

¹ Trends in negative affect have been less conclusive, with some evidence suggesting that negative affect may not exhibit a regular diurnal trend (e.g. Hasler et al., 2008; Murray et al., 2002).
Coding Positive and Negative Emotion from Self Report Data

Throughout, we adopt the following simple method of coding the positive affect of a given self-report: count the number of positive emotions selected by the participant. Similarly, define negative affect as the number of negative emotions selected by the participant. These scores range between zero and eight.

Coding Positive and Negative Emotion from Social Media Data

Replicating a sentiment coding strategy used previously (Golder and Macy 2011) we apply the positive and negative emotion dictionaries in Linguistic Inquiry and Word Count (Tausczik and Pennebaker 2010) to a set of messages sent over Twitter. The dataset was obtained from the Decahose/Gardenhose Twitter stream using the sampling strategy and preprocessing pipeline described in Eisenstein et al. (2012) which was restricted to geotagged messages only, meaning that most messages consisted of short, casual conversations, sent by Twitter users from their mobile devices. We further restricted our sample to users within the United States, and converted all time stamps to local time. This sample is very different from the one considered in Golder and Macy (2011), so it serves as a robustness check on their results.

Each dictionary in LIWC consists of a list of words. To code a message sent over Twitter according to a given dictionary, we calculate the fraction of words in the message which appear in the dictionary. For example, the phrase “good morning” would score 0.5 on the positive emotion scale because the word good is in the positive emotion dictionary, and it comprises half of the words in the message. The phrase “crap, I lost my keys” would score 0.4 on the negative emotion scale because the words “crap” and “lost” are in LIWC’s negative emotion dictionary.

Building a New Dictionary for Sentiment Analysis

Treating the diurnal trends derived from our experience sampling dataset as a “gold standard,” we used simple statistical methods (greedy feature selection with a held-out training set) and the LIWC dictionaries to create a new dictionary of terms. Unlike sentiment-analysis based dictionaries, which are meant to evaluate the latent sentiment in a piece of text, our new dictionary is meant to accurately capture population-level emotion. After splitting our data for training and validation, we recoded the full set of tweets using our new dictionary.

Results

We calculated the correlation between negative affect and positive affect taking a single tweet or self-report as the unit of measurement. In the Twitter data, we found a correlation of -0.10, similar to a previous analyses of Twitter data (r = -0.08; Golder & Macy, 2010). In the ES data, we found the correlation to be -0.28, within the range established by theoretical and empirical research on the relationship between measurements of negative and positive affect (-0.25 to -0.75), and very close to the mean correlation or -0.33 found in dichotomous (yes/no) measures of affect (Russell and Carroll 1999).

Next, we calculated diurnal patterns in negative and positive emotion as measured in our experience sampling dataset (Figure 1), and compared them to patterns derived from sentiment analysis applied to Twitter data (Figure 2). Throughout, we adjust our estimates for individual-level effects. For negative affect as shown in Figure 1 (right) and Figure 2 (right), the diurnal trends mirror one another, with a Pearson correlation of r(45) = 0.77 (95% CI: 0.62, 0.86), p < 0.0001. The patterns for positive affect shown in Figure 1 (left) and Figure 2 (left), however, are noticeably different from an insignificant negative correlation: r(45) = -0.11 (-0.38, 0.19), p = 0.48. Furthermore, the results from the ES dataset are in line with previous research (Clark, Watson, and Leeka 1989; Stone et al. 2006), suggesting that sentiment analysis on Twitter data is failing to capture experienced positive affect.

![Figure 1. Diurnal trends in self-reported positive emotion (left) and negative emotion (right) from our Experience Sampling (ES) dataset.](image1)

![Figure 2. Diurnal trends derived from Twitter for positive emotion (left) and negative emotion (right) using Linguistic Inquiry Word Count, an automated sentiment analysis tool.](image2)

We turn to day of week (DOW) effects. In our ES dataset (Figure 3 (top)), there were significant DOW effects for both negative and positive affect (F’s(6, 1126109) > 100; p’s < 0.001). Effect sizes were modest; Fridays and weekends were less negative (d’s > 0.01, p’s < 0.002) and more positive (d’s > 0.04, p’s < 0.003) than weekdays, in line with previous research (Stone, Schneider, & Hart 2012).
In the Twitter dataset (Figure 3 (bottom)), DOW effects were vanishingly small for both negative and positive affect (d’s < 0.002). The size of the Twitter dataset (104 million observations) allows for very small effects to reach conventional levels of statistical significance, but even with this massive sample the relationships that were found were inconsistent. Omnibus tests revealed significant DOW effects for negative affect (F(6, 104704358) = 954, p < 0.0001), and positive affect (F(6,104704358) = 738, p < 0.0001), but further tests revealed that while each day was significantly different for negative affect, the only day that was significantly different for positive affect was Sunday (d = 0.01; p < 0.0001), as shown in Figure 3 (bottom) where all effects are tiny but the significant effect of Sunday for positive affect is clear. (Note that the p-value for Saturday is 0.01 which we consider to be insignificant because of the huge sample sizes.) Fridays were less negative (d = 0.01, p < 0.0001) than weekdays but, in contrast to the ES dataset, not significantly different in terms of positive affect (d = 0.005, p = 0.06). Puzzlingly, weekends were simultaneously more negative (d = 0.01; p < 0.0001) and more positive (d = 0.01; p < 0.0001) than weekdays. In sum, whereas day of week trends are consistent in experience sampling data, they are inconsistent or absent in our analysis of the Twitter dataset.

To further understand differences in reliability of sentiment analysis for positive affect and negative affect, we calculated the correlation between the diurnal trend for each individual word from LIWC’s negative emotion and positive emotion word lists with the diurnal patterns from the experience sampling dataset. For the negative emotion wordlist, 58% of words had a positive correlation with the negative affect trend from the ES data, with mean correlation 0.03 while for the positive emotion wordlist, only 43% of words had a positive correlation with the positive affect trend from the ES data, with mean correlation -0.04. There were individual words with reasonably high correlations, e.g. safe, happy, and loves had correlations above 0.4 for positive affect and savage, fatal, and skeptic had correlations above 0.4 for negative affect.

Ultimately, it is not these individual words that matter, but their aggregation into a dictionary. We used a bootstrapping approach to investigate random subsets of LIWC’s positive and negative emotion dictionaries. We repeatedly subsampled 20% of the terms from the positive emotion dictionary, and for each subsample we applied this new dictionary of terms to the Twitter data, using the exact same methods as before, thus deriving a diurnal pattern. Then, we calculated the correlation between this diurnal pattern and the experience sampling trend in positive affect. We repeated this process 2000 times. We show the histogram for the correlations with the positive dictionary in Figure 4 (left). We repeated the same bootstrapping approach with LIWC’s negative emotion dictionary, as shown in Figure 4 (right), calculating correlations with the ES trend in negative affect. The difference between the two plots is stark: while the smallest correlation we find after 2000 repetitions with the negative dictionary is 0.59, and the distribution is sharply peaked at a mean of 0.80, subsampling the positive dictionary results in a bimodal distribution, with a mode around -0.37 and another mode around 0.22. The largest correlation is 0.74, but correlations above 0.5 occur less than 4% of the time.

Figure 4 strongly suggests that whereas the frequency of negative words is a robust indicator for population-level negative affect, the frequency of positive words is, simply put, not an indicator of positive affect. While there are subsets of positive words which are positively correlated with positive affect, a larger fraction of subsets are negatively correlated with positive affect. This means that while positive words in written text may be a reliable indicator of the general positive sentiment of the text, it is a wholly unreliable indicator of population-level positive affect.

Figure 3. Day of week trends from experience sampling dataset (top) and Twitter dataset (bottom). Error bars show 95% confidence intervals around the mean.

Figure 4. Random subsets of terms were drawn from the Linguistic Inquiry Word Count (LIWC) dictionaries for positive emotion (left) and negative emotion (right) and used as dictionaries to code diurnal positive and negative affect. The correlation was calculated between the daily trends and our Experience Sampling data for each subset. At left, the histogram of these correlations is plotted for the positive emotion terms, and a marked bimodal
pattern is evident, with some subsets of terms showing a weak positive correlation and other subsets showing a stronger negative correlation. By contrast, the figure at right shows correlations with the negative emotion terms. The correlations are much more robust and always positive.

Building a New Dictionary for Sentiment Analysis

We split our data into a training (80%), testing (10%), and validation (10%) set. We used the 64 separate psychologically-relevant dictionaries in LIWC to code each tweet. We used the experience sampling positive affect and negative affect diurnal trends as benchmarks in order to simultaneously create new positive and negative dictionaries, that met three criteria: 1) analysis using the positive affect dictionary should have a high correlation with the positive affect benchmark, 2) analysis using the negative affect dictionary should have a high correlation with the negative affect benchmark, 3) and the individual message-level correlation between the new dictionaries should be large in magnitude and negative. After adjusting for user-level effects, we used a greedy forward selection strategy to find a subset of dictionaries: on each step, alternating between the positive and negative dictionaries, we selected the LIWC category which added to the previously selected categories maximized the correlation with the target dependent trend (criteria 1 and 2 above) and minimized the moment-to-moment correlation between the positive and negative dictionaries (criterion 3), where we weight these criteria equally by summing the correlations. This selection was performed on the training dataset, with the resulting correlations replicated on the validation dataset.

Figure 5. Diurnal trends derived from Twitter using a new dictionary of terms subselected with forward stepwise regression from Linguistic Inquiry and Word Count’s positive emotion (left) and negative emotion (right) dictionaries.

For our final set of dictionaries, we chose the sets with the largest combined objective on the validation dataset. For the positive emotion words, the dictionaries were: Articles, Money, Family, Health, Numbers, Fillers, First Person Plural, Motion, Impersonal pronouns, Ingestion, Feel, Future tense, Third person plural, Religion, and Humans for a total of 1192 words. For the negative emotion words, the dictionaries were: Sexual, Negations, Sadness, Certainty, Second person, Nonfluencies, Affective processes, First person singular, Conjunctions, See, Inhibition, Body, Assent, Achievement, and Friends, for a total of 1658 words.

The result of recoding the entire dataset of Twitter messages using these dictionaries is shown in Figure 5. On the held-out test set, the correlation with the self-report data is (Figure 1) is $r = 0.87$ for positive affect and $r = 0.87$ for negative affect (compare to $r = -0.11$ and $r = 0.77$ for standard application of LIWC sentiment analysis on the same data). The moment-to-moment correlation between our positive and negative dictionaries is $r = -0.28$, in line with the result from the ES dataset and previous research. We also calculated DOW effects, obtaining results that were consistent with the ES dataset and previous research: a significant DOW effect for both negative ($F(6, 104704356) = 1035$, $p < 0.0001$) and positive affect ($F(6, 104704356) = 1133$, $p < 0.0001$), Fridays and weekends were less negative ($p's < 2e-16$) and more positive ($p's < 0.0001$) than weekdays with effect sizes between 0.005 and 0.02.

General Discussion

Our investigation into the reliability of sentiment analysis for measuring well-being shows both the promise and pitfalls of computational social science. By comparing the results of popular methods for measuring well-being using automated linguistic sentiment analysis to the results of a large, experience-sampling study based on self-report, we demonstrated striking inconsistencies in the temporal (momentary, diurnal, and weekly) patterns of positive, but not negative, emotion. Analyses of random subsets of the positive and negative sentiment analysis dictionaries showed both the robustness of the negative dictionary, and the inconsistency of the positive dictionary. Automated coding of positive emotion yielded temporal patterns that were negatively correlated with self-reported emotion.

The use of negative words appears more diagnostic of a negative state than the use of positive words is diagnostic of a positive state. A number of factors might result in this divergence: users may present themselves in certain ways on social media rather than share their experienced emotion (Wojnicki and Godes 2008); self-selection may interact with emotion and time, either promoting or inhibiting the sharing of certain content during the day; emotional experiences may be different during social media interactions, just as they are different during social interactions (Clark & Watson, 1988); social media may be used by an unrepresentative population that exhibits atypical diurnal patterns; and the strength of negative emotions may compel more accurate reporting (Baumeister et al. 2001).

Our findings are in line with Wang et al. (2012) who examined the validity of Facebook’s “Gross National Happiness” (FGNH) by comparing temporal trends from
LIWC-inspired sentiment analysis of Facebook status updates to survey responses from a (non-random) sample of Facebook users who took Diener’s Satisfaction with Life Scale (SWLS) survey on the same days. Depending on how they aggregated scores to calculate the correlations, they found non-significant correlations and correlations with incorrect signs. Similarly, Beasley and Mason (2015) compare the average sentiment of a year of a user’s postings on Facebook and Twitter to a self-report of general emotional state and found very low, and at times insignificant correlations. These results all suggest strongly that sentiment analysis, as it is currently applied, does not yield valid population-level results.

Impact of sentiment analyses
Recent papers relying on automated sentiment analysis have generated much popular attention. But these findings deserve deep scrutiny in light of the lack of validation studies. Recently, much controversy surrounded the publication of an experimental study on emotional contagion in which the Facebook news feeds of users were manipulated to show fewer LIWC-coded positive or negative messages (Kramer, Guillory, and Hancock 2014). Our findings point at the untested assumptions underlying these methods, due to the unreliability of LIWC’s positive emotion dictionary. The fact that removing LIWC-coded positive messages from a user’s stream led users to post fewer LIWC-coded positive messages suggests that the content of messages posted by a user is influenced by the content of messages that user sees. However, we question the degree to which this relationship revolves around positive or negative emotion.

Self-presentation
That people attempt to present favorable impressions is well established in the psychological literature (Baumeister and Jones 1978; Goffman 1959). Though users of online social media strive to project accurate representations (Back et al. 2010), there is little doubt that some users curate content to promote positive evaluations at least some of the time (DiMicco and Millen 2007; Manago et al. 2008). If this is the case, it is little surprise that analysis of shared sentiment does not accurately reflect experienced emotion. Resharing positive stories or messages requires a minimum of effort on social networks (one or two clicks). Facebook in particular may promote this presentational bias by including a “like” (positive affirmation) button, and no corresponding “dislike” button. Writing messages with positive emotional content might be less cognitively demanding than writing messages with negative emotional content, perhaps because negative emotions result in more cognitive processing than positive emotions, as well as receiving more attention (Baumeister et al. 2001). Recent online evidence shows that positive news stories are more likely to be shared than negative stories (Berger and Milkman 2012), which could serve to further muddy the relationship between positive words and positive felt emotion.

Conclusion
Measuring population-level well-being is a challenging task, not one for which sentiment analysis tools like LIWC were designed, and not one for which the validity of LIWC has been formally tested. As with a variety of other sentiment analysis methods, LIWC focuses on the task of measuring the emotional content of a piece of text, and not on the emotional state of the person who wrote that text. Given the large psychological literature on presentational concerns and self-enhancement this subtle distinction becomes crucial to valid measurement. Our results strongly question the use of positive word frequencies as an indicator of positive affect, and thus we expect more sophisticated sentiment analysis methods to run into the same issues as LIWC.

Nevertheless, the challenge of measuring population-level well-being may be achievable, especially if the focus is placed more on negative than positive emotion. Negative emotion is ultimately a more robust, durable, and reliable indicator than positive emotion. As a proof of concept, we demonstrated using simple statistical methods that LIWC dictionaries can be used to obtain temporal trends which match those derived from our experience-sampling dataset. This demonstration suggests that it is possible to apply automated sentiment analysis methods for measuring well-being.

Resolving the issues we have raised will require further research, and the collection of new rich data sets that include both self-report data and concurrently written text. Our analysis represents the first step along this path.
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